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Abstract: Medical data base is history of patient 

recorded in terms of past history and investigation 

data collected from various tests and reports. 

Authors collect PTB data base from PhysioNet site 

and consider ten parameters in order to study and 

classify data into various clusters. The number of 

clusters is determined by the difference among the 

variables and nature of information contained in the 

parameters. In this study nine parameters are 

considered from the medical database and the 

results show the clustering using single linkage 

procedure. 
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I. Introduction 

Patterns are generated by considering a 

combination of different attributes. Depending 

upon the information in the attributes the patterns 

can be grouped. The grouping of the patterns is 

clustering. Within a cluster the patterns are similar 

and resemble with one another. Number of clusters 

and merging of the cluster can be performed 

depending upon the nature and type of data set. The 

Knowledge about the features including statistical 

or structural feature information is needed to be 

utilized. The separteability among the patterns is 

considered superior in non linear transformation 

compared to linear transformation [3]. 

 

Feature selection in pattern recognition 

refers to identifying effective subset of the original 

characteristic features that are used in clustering. 

Features extraction transformations input features 

to a new salient features [2]. During feature 

selection a subset of the feature are selected. The 

features that are filtered are not used in 

computation. During feature extraction, all of the 

features are transformed to new dimension and all 

are used. The new dimensional space is a reduced 

dimensional space [4].  

Data mining is a field that discovers group 

determines interesting distributions and finds 

patterns in a given data. Clustering is a process of 

partitioning data into clusters. Data in clusters are 

similar to each other compared to data in different 

clusters [5]. 

In this work author has collected data from 

PhysioNet [6][7] as given in table 1.1. Data belongs 

to a particular illness with the symptoms projected 

in the form of data set. The data is compiled and 

subjected to single linkage Cluster approach. 

Recent research found that supervision of a certain 

amount in clustering algorithms improves the 

accuracy. Pair wise and instant level constraints, is 

a supervision type that is used in clustering 

applications, “Huang Anna, Milne David Frank 

Eibe, H.Witten Ian”. Clustering Documents with 

information is givens as in table 1.1. 

 

II. Method 

It is explained that patterns can also be put 

into groups based on the values of their attributes. 

Such groups are called clusters, and the process of 

forming clusters is called clustering. The process 

has often been found to be useful in the exploratory 

stages of researching a domain to learn how 

 

Table 1.1: Data of five patients obtained from PhysioNet 

Patient 

No. 
Age Sex MI 

Pulmonary 

System 
Peripheral 

Blood 

Pressure 

Cardiac 

Output 
RIVA RCX 

RCA 

Peripheral 

S0263 75 M  110 70 N/A N/A NO 100% 70% 

S0265 48 M  120 70 11 9,35 50% NO 100% 

S0290 45 M  120 90 10 11,4 70% NO NO 

S0326 66 M  120 70 N/A N/A 50% 90% 100% 

S0339 54 M  100 70 N/A N/A 75% NO 70% 
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patterns in domain can be clustered. Clustering is 

also known as ‘unsupervised learning’, that is, 

there is no training set available to supervise, or 

guide, the learning [1]. In this paper a study of five 

patterns X1 to X5 and the values of their numeric 

attribute A1 and A2 in table 1.2 is explained in 

detail. It is not necessary to know what the attribute 

means; only their values need to be considered. 

Intuitively put the five patterns into two clusters 

such that the patterns within a cluster are more 

similar to one another than to patterns in another 

cluster. 

 

Table 1.2: Set of five patterns to be clustered. 

Patient 

No. 

Patterns Age 

(A1) 

Pulmonary 

System (A2) 

S0263 X1 75 110 

S0265 X2 48 120 

S0290 X3 45 120 

S0326 X4 66 120 

S0339 X5 54 100 

 

The steps followed in this research for clustering 

are as follows: 

1. Choose a value number of clusters to be 

made. 

2. Consider each of the patterns to be in 

separate cluster, that is, each cluster contains 

different pattern. 

3. Calculate the pair wise distance 

between clusters and merge two similar clusters 

into one cluster, thus reducing the number of 

clusters to one. If there is more than one pair of 

clusters that are closest to each other, then 

arbitrarily select a pair to merge. This measures the 

distance between clusters. 

Before finding the distance between the 

clusters, it is required to calculate the distance 

between the patterns. This is done by the Euclidean 

distance, which is most often used to measure the 

distance. The calculations for Euclidean distance 

between patterns in table 1.2 are explained as 

follows: 

Distance between pattern X1 and X2 

is√(48 − 75)2 + (120 − 110)2  = 28.79. The 

diagonal values are zero because the distance 

between a pattern and itself is zero. The table will 

be symmetric because, for example, the distance 

between X1 and X2 is equal to the distance 

between X2 and X1. Therefore, the distance 

between X2 and X1 is 28.79. Similarly, the 

distance between X1 and X3 

is√(45 − 75)2 + (120 − 110)2  = 31.62 which is 

same for distance between X3 and X1. Calculating 

all the distances between the following: 

 X1 and X4 is 

√(66 − 75)2 + (120 − 110)2  = 13.45 

same between X4 and X1.  

 X1 and X5 is 

√(54 − 75)2 + (100 − 110)2  = 23.25 

same between X5 and X1. 

 X2 and X3 is 

√(45 − 48)2 + (120 − 120)2  = 3 same 

between X3 and X1. 

 X2 and X4 is 

√(66 − 48)2 + (120 − 120)2  = 18 

same between X4 and X1. 

 X2 and X5 is 

√(54 − 48)2 + (100 − 120)2  = 20.88 

same between X5 and X2 

 X3 and X4 is 

√(66 − 45)2 + (120 − 120)2  = 21 

same between X4 and X3 

 X4 and X5 is 

√(54 − 66)2 + (100 − 120)2  = 23.32 

same between X5 and X4 

 X3 and X5 is 

√(54 − 45)2 + (100 − 120)2  = 21.93 

same between X5 and X3 

Hence the matrix for patterns can be expressed as 

follows: 

 

Table 1.3: Euclidean distances between the five 

patterns in table 1.2 

Pattern X1 X2 X3 X4 X5 

X1 0 28.79 31.62 13.45 23.25 

X2 28.79 0 3 18 20.88 

X3 31.62 3 0 21 21.93 

X4 13.45 18 21 0 23.32 

X5 23.25 20.88 21.93 23.32 0 

 

Now to create two clusters of the five 

patterns X1 to X5 by single-linkage procedure, 

considering the off-diagonal values in table 1.3 it is 

seen that the minimum distance between any two 

clusters is 3 which is between X2 and X3, which 

can be merged into one cluster {X2,X3}. Then the 

distance between four clusters is given as: 

 

Table 1.4: First Cluster formation 

Cluster X1 X2,X3 X4 X5 

X1 0 28.79 13.45 23.25 

X2,X3 28.79 0 18 20.88 

X4 13.25 18 0 3.32 

X5 23.25 20.88 23.32 0 

 

Since, we are using single-linkage 

procedure, the distance between{X2, X3} and say 

{X1} is minimum(28.79, 31.62) = 28.79. Similarly 

for next set of cluster formation, the distance 
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between{X1, X4} and say {X5} is minimum 

(23.25, 23.32) = 23.25, therefore, the matrix is 

given as follows: 

 

Table1.5: Second cluster formation 

Cluster X2,X3 X1,X4 X5 

X2,X3 0 18 20.88 

X1,X4 18 0 23.25 

X5 20.88 23.25 0 

 

Table 1.6: Third cluster formation 

Cluster X1,X2,X3,X4 X5 

X1,X2,X3,X4 0 20.88 

X5 20.88 0 

 

The distance between{X1, X2, X3, X4} 

and {X5} is minimum (23.25, 20.88, 21.93, 23.32) 

= 20.88. Hence, the final group of clusters formed 

are{X1, X2, X3, X4} {X5}. 

 

III. Results 

It is seen that the clustering method using 

single-linkage procedure is successfully applicable 

in forming different cluster of patterns with similar 

attributes. Here, the clusters are formed in relation 

with age and the pulmonary systems of different 

patients and different types of clustering can be 

observed taking different set of patients. Similarly, 

other attributes can also be used to group patients 

into different clusters. The results of 

multidimensional data show the following results. 

   
Fig. 1.1 Schematic diagrams of cluster formation 

for patients in Table 1.1 and Table 1.7 

 

Figure 1.1 shows the schematic diagrams of cluster 

formation for patients in Table 1.1 and Table 1.7. 

the results using MATLAB analysis are obtained 

and are as shown in figure 1.2. 

 
Fig. 1.2 Results as obtained using MATLAB 
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