Frequency Assignment in GSM Networks an Intelligent Approach

Amaechi Chineke
Computer Engineering Department Michael Okpara University of Agriculture, Umudike
Email address: tchiagunye2@yahoo.com

Abstract—The rapid increase in radio communication, the increasing demand for capacity by network users coupled with the limitation of required electromagnetic spectrum creates a big challenge for frequency planning and allocation. This challenge borders more on the frequency assignment problem. This paper proposes an intelligent agent approach for the optimal assignment of frequencies to transceivers in a GSM network cell. The paper specifies the Belief, Desire, Intention (BDI) agent framework for frequency assignment that optimally meets frequency demand while satisfying the electromagnetic constant.
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I. INTRODUCTION

Meeting the increasing demand for high capacity in existing networks at low cost presents a huge challenge for telecommunication operators due to traffic growth. With growth in the demand of mobile telephone services, the efficient use of available spectrum is becoming increasingly important. This puts pressure on the research for optimal frequency assignment techniques since radio frequencies are limited resource.

An overview of the frequency assignment problem is as follows [1]: For an existing set of, geographically divided, region (called cells—typically hexagonal), frequencies (channels) must be assigned to each cell according to the number of call request. Three types of electromagnetic separation constraints exist:

- Co-channel constraint, the same frequency cannot be assigned to pair of the cells that are geographically close to each other.
- Adjacent channel constraint; similar frequencies cannot be simultaneously assigned to adjacent cells.
- Co-site constraint: any pair of frequencies assigned to the same cell must have a certain separation.

The goal is to find a frequency assignment that satisfies the above constraints using a minimum number of frequencies (more precisely, using the minimum span of the frequencies).

In the slow frequency hopping model, every transceiver is required to change it's frequency periodically. That is to say, a cell is not handled on a single channel but alternates its frequency periodically. This presents the challenge of dynamically determining a spectrum-efficient and conflict free allocation of frequencies among the cell sites, while satisfying both the traffic demands and interference constraints (Electromagnetic constraints). The studies of a frequency assignment problem (also called a channel assignment problem) in cellular mobile systems are abundant [1-6]. Various Artificial intelligence (AI) techniques, including constraint satisfaction, simulated annealing, neural networks, taboo search, and genetic algorithms, have been applied to this problem [7-13].

The implanting of these AI techniques into the agents as they learn the electromagnetic spectrum demand while achieving adaptability by reforming the prediction within the Jason Reasoning Circle Algorithm. This ensures the systematic coordination and integration of the predictor strength of the MFNN and the autonomy, adaptiveness, reasoning and collaborative abilities of the agent.

II. COMMUNICATION IN GSM NETWORKS

Global system for mobile communication (GSM) is a technical standard, which specifies interfaces and settings for mobile communication [14]. GSM was originally introduced in the second generation of wireless communication technology. The GSM standard is incorporated and built open in the third and four generation of mobile communication systems as well. It specifies, how two mobile partners communicate via mobile devices, such as mobile phones or laptops, by organizing and standardizing the process of communication within (typically) large scale infrastructures like (public) telephone network. Figure 1 [15] depicts the GSM communication principle.

Every mobile call is passed to some antenna, which then forwards the call. Since a call can take place everywhere in a given region equipped with a GSM infrastructure, every spot within the region must have access to at least one antenna. Due to territorial issues, it might not be possible to reach an antenna everywhere. Mobile communication companies try to establish a sufficient degree of coverage and capacity, that is, they build more antennas or acquires additional frequencies (if possible) for their network.
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Figure 2 provides an idea of the coverage structure of GSM network. The regional unit seen in figure 3 is called a site. At one site, there may be multiple antennas, which serve all calls of the whole site. Each of this antennas define one sector. For example, one antenna can form one sector (360° opening angle), three antennas may form 3 sectors with an opening angle of 120° each. Each sector, the antenna has certain number of transceivers, abbreviated TRX. Each of which operates on it’s own frequency and is responsible for the communication with the (mobile) participant. Every TRX communicates in up to eight different time slots, so it can handle up to 8 different cells (one the same frequency) at the same time.

The concept is, to “cover” a certain area with TRX, but due to territorial influences, the area covered by TRX has no hexagonal shape in reality. Nevertheless, from a theoretical point of view, the hexagonal forms are a useful model to do some research on. GSM communication needs the radio spectrum. This spectrum spans from zero (physical extremely long wave length) to 300GHz. It is divided into several parts due to the fact that many different users depend on it; radio, television, radar, the military and GSM all have exclusive access in a unique part of this spectrum. Till date, it is impractical to use higher frequencies due to the fact that the earth’s electromagnetic radiation disrupts signals sent at this wave length.

Whereas the exact spectrum of a special purpose (e.g. emergence frequencies) might differ among national borders, in Europe, GSM may generally be used within 880 to 915, 925 – 960 MHZ (GSM 900) as well as within 1710 – 1785 and 1805 – 1880 MHZ (GSM 1800) (more detailed presentation in [16].

Table 1 list the precise frequency bands for mobile station to base station (up-link) and base station to mobile station (down-link) radio communication for all GSM variants. The GSM 900 spectrum comprises 124 channels (uplink, outgoing data) between 890 – 915MHZ and 124 channels (downlink, incoming data) between 935 – 960 MHZ, each channels having a bandwidth of 200 KHZ. Each of these channels operates on eight time slots, such that it can serve eight different calls at once.

### III. TRANSMISSION QUALITY IN RADIO NETWORKS

The quality in a radio network depends on many different factors. Most of this influencing factors do not only appear in GSM networks, but can be found. Similarly in normal radio transmission [17]. As a first example, land scope (mountains, building etc) can be mentioned. Another factor might be the strength of an emitted signal or just the number of simultaneous calls at a certain time and place.

In the specification of the agent fragments for dynamic frequency assignment proposed in this paper, the influence of interference is considered. Interference or mutual signal/transmission disruption arises if (two or more) transmissions are too close to each other in the frequency spectrum and (both) participants can receive both transmission. The bigger the difference within the spectrum, the smaller the possible amount of disruption. The most important question, when installing a GSM network is: How can calls be placed in the available frequency spectrum, so that their mutual interference is acceptable? In other words, since the TRX determines, where in the spectrum the call is placed: which frequencies must be assigned to each TRX, so that the transmission quality will be the best? Here, the special site/cell structure, illustrated in figure 2 needs to be taken into account. Regarding the network organization, this translate into: each TRX potentially disturb each other to a significant degree and marry the use of a certain frequency at special TRX prohibit the use of that frequency on another TRX? In most cases, it is not possible to form an assignment with on interference induced (since the number of TRX/the demanded capacity is far too big). So the aim is to minimize the total interference in an assignment, therefore reducing the average interference, which is the standard approach (see [18]) for frequency assignment.

The question which forms the basis of the agent framework proposed in this paper is: ignoring all other influences but interference, given all data about the available spectrum and all potential interferences between two sites as well as demanded amount of frequencies at the sites, how can the available frequencies be assigned optimally. Optimally in the sense that the overall existing interference between each pair of transmitters is minimized. This problem is well known as the (classical) frequency assignment problem (FAP). To put

<table>
<thead>
<tr>
<th>System</th>
<th>Up-link band</th>
<th>Down-Link band</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSM 900</td>
<td>890-915 MH2</td>
<td>935-960MH2</td>
</tr>
<tr>
<td>GSM 1800</td>
<td>1710-1985 MH2</td>
<td>1805-1880MH2</td>
</tr>
<tr>
<td>GSM 1900</td>
<td>1850-1910 MH</td>
<td>1930-1990MH2</td>
</tr>
<tr>
<td>GSM 400</td>
<td>450.4 – 457.6MH</td>
<td>460.4-467.6MH2</td>
</tr>
<tr>
<td></td>
<td>478.8-486.0MH2</td>
<td>488.8-496.0MH2</td>
</tr>
</tbody>
</table>
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the focus of this paper into perspective, in the next section, a short description, which formalizes the FAP model and explains the relation between the site/cell structure and the interference occurrence is given.

IV. THE CLASSICAL FREQUENCY ASSIGNMENT PROBLEM (FAP)

The definition of FAP presented here is taken from [19] the classical frequency assignment problem can be described in the following way: Given the set of all TRX (eg. TRX: = [a,b,c]) and the available frequency spectrum (eg. F: = [1,…,5]). Given the possible interference data between all pairs of TRX (e.g. co(a,b)=0.5 and ad (a,b) = 0.3) and separation constraints (e.g. da = 2, frequencies A and B most have a distances of two channels in the radio spectrum). Further, given a list of locally blocked channels (e.g. Ba = {2,4}) for each TRX, the frequency assignment problem is the following: Assign a channel to each TRX, such that separation constraints are met and local blockings are obeyed, with minimal total interference (between all pairs of TRX).

The input of the FAP problem consists of a seven-temple (carrier network)

\[ N = \{ V, E, F, \{ B_v \}, E^V, d, co, ad \} \]

Therefore, \( G = (V, E) \) is a graph, with a vertex for every TRX. The edge are defined by the three functions \( d, co \) and \( ad \), giving to each edge the corresponding separation, and the co-channel (co) and adjacent channel (ad) Interference (greater or equal to zero).

\( F \) denotes the set of available frequency (positive integers) and \( B_v \) denotes the set of blocked frequencies for every TRX.

A feasible solution (frequency assignment) for such carrier network is a function

\[ Y: V \rightarrow F \]

Such that

\[ Y(v) \in F \forall B_v \]

\[ \forall v \in V, \]

\[ Y(v) - Y(w) \geq d(v,w) \forall v,w \in E. \]

Then the FAP can be formulated as: given a carrier Network, the problem

\[ \text{Min: } \sum co(v,w) + \sum ad(v,w) \]

\[ (v,w) \in E \]

\[ Y(v) = y(w) \]

\[ |Y(v) - Y(w)| = 1 \]

For a feasible solution \( Y \) is called the frequency assignment problem (FAP).

V. INTELLIGENT AGENTS

Intelligent agents fall within the discussion relating to artificial intelligible [19], [20]. It has emerged as a next significances breakthrough in software development and a new revolution in software [21]. An agent has its own characteristics such as autonomous, social ability, reactivity, pro-activeness, cooperative, learnable and adaptable [22], [23]. Agent is a natural abstraction of the real world. It can model the real world, with its own goals, communicating and often working together with other agents to achieve mutual benefits. In this paper the Belief-Desire-Intention (BDI) agent architecture is adopted. The BDI agent model has come to be possibly the best known and best studied model of practical reasoning agents [24], [25] by combining a reputable philosophical model of human practical reasoning and agent software implementations. In BDI terms, Beliefs represent knowledge of the world that is the informational state of the agent. However, in computational terms, belief represent the state of the world, such as the value of a variable, a relational database, or symbol expressions in predict calculus, and can also include inference rules that allow forward chaining to lead to new beliefs. Desire (or goals) forms another essential component of system state. Desire represents the motivational state of the agent, objectives, situations or goal that the agent, objectives, situations or goal that the agent would like to accomplish. In computational terms, a goal may simply be the value of a variable, a record structure, or a symbolic expression in some logic. The important point is that a goal represents some desired end state [20]. The committed plans or procedures are called intentions, which represent the third component of system state. Intentions represent the deliberative state of the agent, the agent chosen actions, which means the agent has begun executing a plan.

Plans are sequences of actions that an agent can do to achieve one or more of its intentions. Events are triggers for reactive activity by the agent, and may update beliefs, trigger plans or modify goals, [26]. Beliefs, Desires, Intentions are the basic components of an agent system resigned for a dynamic, uncertain world. So, as BDI agents, they most have explicit goals to achieve or events to handle (desires); a set of plans (intentions) is used to describe how agents achieve their goals, a set of data called beliefs describe the state of the environment [27].

VI. DESIGN OF THE AGENT STRUCTURE

The framework comprises cooperative agents at the network sector level and cell level. The structure of any one of these agents is specified as follows:

**Definition**

**STRX:** A Group of TRX that hop over the same frequencies.

**Specifying the BDI Structure of the Agents**

**Beliefs:** The following are part of the attributes of the agent’s belief:

- Predicted spectrum demand
- Set of available frequencies at time to
- Set of frequencies not locally not available at STRXi (i=1,2,..N)
- Number of TRX and corresponding interference relations
- Frequency separation of the TRX in the cell
- Set of all STRX
- Number of (different) frequencies demanded by STRXi (i=1,2,..N)
- Probability distribution of expected interference: probability that TR Xv in STRXi (gets frequency f at a certain time slot t (v, i = 1, 2, 3,..., N).
- From this an Agent Belief attributes the expected interference with another TRXw in STRXi which can be computed. (W, j = 1,2,3,...,N).
• Traffic demand record (traffic demand statistics)
• Set of assigned frequencies.

Desire
• The agent wants to achieve the goal of satisfying the electromagnetic separation constraints:
• Satisfy co-channel constraint
• Satisfy Adjacent channel constraint
• Satisfy co-site constraint
• Minimization of frequency assigned to STRX\(_i\) \((i=1,2,3,...N)\)
• Frequency allocation

Intentions
• Predict spectrum demand
• Evaluate interference (check interference)
• Evaluate constraint (check constraint)
• Compute expected interference probability of TRX\(_r\) in STRX\(_i\) and TRX\(_w\) in STRX\(_j\).
• Translate the spectrum demand into traffic load measurements in Erlangs and desire the associated radio traffic channel requirement.

Note: for the intention: predict spectrum demand, the agent requires domain expertise. For this it uses the multi-layered Neural Network (MFNN). See [28], this reference designed a MFNN specifically for predicting spectrum demand in a cellular network.

Upon initialization (booting), the agent makes resource demand prediction, the prediction are made for each cell based on previous load characteristics and the system resource allocation. The number of frequencies allocated to each cell in the network depends on the resource prediction. It has been shown that the MFNNs have the capability to predict future values based on training sets composed of sufficient historical data [28]. The agent engages in periodic prediction (preferably every one hour). Based on the prediction, spectrum are assigned to every TRX in the cell. The agents computes the spectrum assignment such that to meet its Desire for electromagnetic spectrum constraint satisfaction. If quality of service was not met using the prediction the agent refines it’s belief (up dates its belief). It uses the Jason Reasoning Cycle Algorithm to refine its prediction. The Jason Reasoning Cycle Algorithm is given in figure 3.

The agent uses the Jason Reasoning Cycle algorithm to sequence its operations while interacting with its environment. The Jason reason Cycle enables the agent to systematically structure its execution of it’s intention list, structure updates to its belief, structure the generations of new desire (like a user initiating a cell that requires channel allocation) and the requirement of its prediction.

1. Initialize initial beliefs, \(B \leftarrow B_0\)
2. Initialize initial intentions, \(I \leftarrow I_0\)
3. While true do
   1. get next precept, p thru sensors
   2. update belief, \(B \leftarrow \text{brf}(b,p)\)
   3. agent determine desires or options, \(D \leftarrow \text{options}(B, 1)\)
   4. agent choose options, selecting some to become intentions, \(1 \leftarrow \text{filter}(B,D,1)\)
   5. generate a plan to achieve intentions based on set of actions, \(\pi \leftarrow \text{plan}(B, I, Ac)\)
   6. White not (plan is empty, empty (\(\pi\)) do
      1. process first plan element, \(\alpha \leftarrow \pi\)
      2. execute plan element, execute (\(\alpha\))
      3. pause to preserve environment, \(\pi \leftarrow \text{tail of } \pi\)
      4. observe environment to get next percept, p
      5. update belief, \(B \leftarrow \text{brf}(b,p)\)
      6. if reconsider (1,B) then
         1. \(D \leftarrow \text{options}(B,1)\)
         2. \(1 \leftarrow \text{filter}(B,D,I)\)
         3. end-if
      7. if not sound (\(\pi, 1, B\)) then
         1. \(\pi \leftarrow \text{plan}(B,I,Ac)\)
         2. end-if
      3. end-while
   7. end-while

Fig. 3. Jason reasoning cycle algorithm.

The Jason reasoning cycle algorithm is presented in figure 3. The variables B,D and I is the agents current belief, desire and intentions. In the outer loop on lines (3.0)-(4), the agent observes its environment to get the next pallet. This could be co-channel, adjacent channel interference or site interference, calls being placed (which requires channel assignment). Event from the infrastructure signaling availability or no availability to spectrum etc. On lines (3.0- 3.5), the variables B,D and I is processed and a plan \(\pi\) is generated or selected (from intention list) to achieve the intention based on a set of actions the agent would do which include: select frequencies from list of available frequencies, translate resource demand into traffic load measurement in erlangs and derive the associated radio channel requirements, compute expected probability of TRX, evaluate for interference, make frequency assignment etc.

The inner loop on lines (3.6) – (3.7), captures the execution of a plan to achieve the agents Desire or Intension. If no problem exists, the agents execute it’s action from its plan until all the plan has been executed. This is represented in lines (3.6.1) – (3.6.2).

However, after executing an action from the plan, on lines (3.6.3) – (3.6.5), the agent pauses to observe its environment, and update its belief. lines (3.6.6) – (3.6.7) are executed if the agent needs to reconsider it intentions that lead to a change of intentions. The intentions that can be reconsidered includes reassignment of frequency that are interfering and re-evaluation of interference, re running the MFNN prediction of the spectrum demand based on up dated belief. Finally, if the plan is no longer a sound one, the agent re-plans i.e lines (3.6.8) – (3.6-5). This re-planning can be designed to include retraining of the Natural Network, re-predicting, updating the belief and Desires based on new computed parameter values.

VII. CONCLUSION

The work specified an agent framework for tackling the dynamic frequency assignment problem for the GSM
networks. The paper demonstrated how the network parameters required for the modeling of dynamic assignment of frequencies to transceivers into the cellular network system can be specified in terms of agents Belief, Desire and intentions. The harasing and integration of the forecast capability of the multi-layered feed-forward neural network (MFNN) with the autonomy, adaptiveness and collaborative capability of agents presents and Hybrid. The enhanced technique for the optimal dynamic assignment of frequencies in the cellular network.
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